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Typical P2P Clients



Case 02/2008 : Edison Chen’s scandal 

photos leakage

 On Feb 2008, Internet users use 
FOXY to share Edison’s scandal 
photos:

 Whenever new photos surface 
on the internet, they pass on 
the messages using the code: 
“hurry on bit the fox” and using 
the keyword “新閃卡”

 Users share the files with 
names 新閃卡 by putting those 
files in their share folder

 The photos spread rapidly on 
the Foxy network

 Law enforcement has tried to 
trace users who share the 
photos on the Foxy network



Foxy P2P related incident



Foxy P2P in 2012

 Foxy (P2P client) has been used for sharing files 

with traditional Chinese character keywords or 

file names in a search based network. 

 Taiwan government took down the publisher of 

Foxy client application in 2009, but Foxy network 

is still operating for P2P file sharing. 

 With the presence of the Foxy specific 

GWebCaches server (Gnutella 2 web caches 

server for Foxy network), Foxy clients can still 

connect to the existing Foxy network



Case 05/09/2012 : Police confidential 

information leakage [New]



Keyword search in Foxy Client

There are 

182,810 people 

online when the 

search is 

performed.

Search result 

indicates 40 files 

with “Confidential”  

are being shared.

Keyword search 

using “confidential”



Sample download



HOW TO FIND FIRST 

SEEDER(S)?



Connection to Foxy Network

 Is first seeder 

inside? 



File distribution period in the Seeder’s 

curve



PREVIOUS MONITORING 

RULES 



The investigation rule to be analyzed

Rule R1: From T1 to Ts, the first observed seeder is the initial seeder, 

where Ts = min(TR, Te). 



Simulation Experiments performed

 More than 100 simulation experiments were 
performed using FoxyNS3. 

 File size 13MB, file packet size 512KB, 
simultaneous downloader connections as 3

 Four different sets of simulation experiments 
performed based on the following criteria
 (i) average inter-arrival of search query time (Tarr-s); 

 (ii) Number of downloaders interested in the target file 
during the simulation period (Np); 

 (iii) Number of hub nodes within the foxy network swarm 
(Nh); 

 (iv) Data transfer rate (both upload and download rates) of 
all peers. 



Mean and standard deviation results calculated 

from simulations of Set 2(a) & 2(b)



Validation and analysis

 Step 1: if at Ts, a single seeder is observed 

and the seeder is the first seeder, then the 

finding is considered to be correct. 

 Step 2:  if at Ts, more than one seeder is 

found, then we will classify that as Type I 

error. 

 Step 3:  if at Ts, the seeder is found to be 

rejected, then we will classify that as Type II 

error.



Findings using previous monitoring 

rule
Experiment(s) Correct 

identify a 

seeder

Type I error Type II error

Set 1(a) 100% 0% 100%

Set 1(b) 100% 0% 0%

Set 1(c) 100% 100% 0%

Set 1(d) 100% 80% 0%

Set 2(a) 100% 100% 0%

Set 2(b) 100% 100% 0%

Set 2(c) 100% 100% 0%

Set 2(d) 100% 100% 0%

Set 3(a) 30% 100% 0%

Set 3(b) 30% 100% 0%

Set 4(a) 100% 100% 0%

Set 4(b) 100% 100% 0%



REVISIT OF THE FOXY P2P 

FEATURES



Foxy Architecture

1. Connecting to the Foxy network

2. Search for files on the Foxy network

 Based on Gnutella 2 protocol

3. Download file from a peer

 Based on http download



Search and response in Foxy P2P 

Network
 When query packets (Q2) with 

identical query pattern are 

found to be initiated from many

different IP addresses, Q2 

query value should be forward 

to all neighboring ultrapeers to 

speed up the spreading.

 All the Query Hit packets (QH2) 

are collected and the source IP 

addresses of the QH2 with the 

matched file name are 

identified.



Key observations from supplementary set 

of Foxy Experiments

 File packets range is initiated by client

Reconstructed packet captured of Foxy download initiation using Wireshark



Key observations from supplementary 

set of Foxy Experiments
 Returned potential uploader may 

not be full seeder

 File packets download is controlled 
by uploader
 Normal downloader can initiate no 

more than 3 connections

 Uploader can permit 1 concurrent
connection from each downloader

 Download request tends to continue in 
stream

 Downloader can requests for packets, 
but uploader will determine if slots are 
available for download



Enhancement of monitoring rules





Enhancement of monitoring rules (2)

 M-Rule3: 

 When more than one seeder found, 

 the first seeder is uploader with the search time of Ui

initiated first and

 search duration time is longer than normal file download 

time.



Explanation of the download and seeder 

monitoring (1)



Explanation of the download and 

seeder monitoring (2)



OBSERVATIONS, 

VALIDATION AND ANALYSIS 

OF RESULTS



NS-3 Network Simulator

 NS-3 is 

 discrete-event network simulator for research and 

educational use

 C++ library which provided a set of network 

simulation models implemented as C++ objects 

wrapped through Python

 Capable of simulating network protocol at network 

level



Experiment Setup in NS-3

 Performed on two Ubuntu Linux machines using 
NS3.13 version

 File search portion
 Simulate Gnutella 2 protocol 

 the bootstrap server communication protocol

 Q2 and QH2 protocol

 File sharing portion
 Simulate HTTP partial download protocol (using 

content range)

 Communicate with CSMA network topology with 
Internet Stack and backbone network to 1Gbps



Experiment Setup in NS-3



Simulation in action



Effect of Inter-arrival (Tarr-s)

(1a) (1b)

(1c) (1d)



Effect of Inter-arrival (Tarr-s)

 Outline of the settings
 Fixed data rate at 1024kbps

 With variation of Tarr-s used (1a - Tarr-s = 100s, 1b - Tarr-s = 50s, 1c - Tarr-s = 10s, 1d -
Tarr-s = 10s, 100s, random at 1000s)

 Findings
 When file is less popular, first seeder is more likely to be rejected in previous rule

 With the new rule, first seeder can be confirmed if the search has been initiated at 
early stage. 

Experiment(s) Correct Type I Type II Correct (N) Type I (N) Type II (N)

Set 1(a) - L 0% 0% 100% 100% 0% 0%

Set 1(b) - M 100% 0% 0% 100% 0% 0%

Set 1(c) - H 100% 100% 0% 100% 0% 0%

Set 1(d) - R 100% 80% 0% 100% 0% 0%



Effect of data rate with random Inter-

arrival (Tarr-s)
 Outline of the settings

 Random Tarr-s employed

 With variation of data rate (2a – 100kbps, 2b – with some 1Mbps, 2c – random between 0 –
100 kbps, 2d – all 1Mbps)

 Findings
 When random Tarr-s and varying data rate, more downloader started the search and download 

time, thus more completed downloader would be identified when rapid-rising period reached 
(using previous rule)

 When the uploader is requested by a lot of downloaders at initial stage, monitoring node may 
not be able to get sufficient packets for confirmation (using new rule)

Experiment(s) Correct Type I error Type II error Correct (N) Type I (N) Type II (N)

Set 2(a) 100% 100% 0% 100% 0 0

Set 2(b) 100% 100% 0% 20% 0 80%

Set 2(c) 100% 100% 0% 100% 0 0

Set 2(d) 100% 100% 0% 100% 0 0



Effect of number of hubs (view from 

the curve)



Effect of number of hubs

 Outline of the settings

 Random Tarr-s employed, 10 hubs

 With variation of data rate (2a & 3a – 100kbps, 2b & 3b – with some 1Mbps)

 Set 2 (overall view), Set 3 (individual hub view)

 Findings

 When more hubs were involved, the shape of the seeder curve deviated more from the single 

hub seeder curve (using previous rule)

 With the new rule, the search does not depends on the number of hubs. (using new rule)

Experiment(s) Correct Type I error Type II error Correct (N) Type I (N) Type II (N)

Set 2(a) 100% 100% 0% 100% 0% 0%

Set 2(b) 100% 100% 0% 20% 0% 80%

Set 3(a) 30% 100% 0% Same as 2(a)

Set 3(b) 30% 100% 0% Same as 2(b)



Effect of transfer rate and leaf 

departure
 Outline of the settings

 Random Tarr-s employed, 10 hubs

 500 nodes, 200 downloaders

 Mean data rate of 100kbps

 Set 4(a) – no leaf departure; Set 4(b) – leaf departure between 2100 –
2500s

 Findings
 Identification of first seeder not affected much by the departure of leaf 

nodes (using previous rule)

 With new rule, when the first seeder leave earlier than the search, the 
Type I error will increase (using new rule)

Experiment(s) Correct Type I error Type II error Correct (N) Type I (N) Type II (N)

Set 4(a) 100% 100% 0% 100% 0% 0%

Set 4(b) 100% 100% 0% 80% 20% 0%



Results analyzed using new monitoring 

rule
 Effect of search initiation time

 Direct query search must be initiated before appearance of second full 
uploader

 The smaller the file, the shorter the earlier the search initiation time 
required

 Effect of downloader populations
 At equilibrium stage of file sharing (during rapid rising period), download 

requests will be evenly distributed to various uploaders.

 At initial stage, requests will be sent to early announced uploader. 

 Due to stickiness of the download process, requests will be concentrated 
to the same uploader.

 Reverse file packet existence check is faster for Foxy network
 Because download requests for download packets will be submitted in 

sequential order (in real foxy P2P file sharing client), last packet of a file 
will be downloaded latest.

 Thus, for Foxy P2P file sharing network, if last file packet is request first, 
then the time used for existence check could be shortened.



Conclusions

 From our experiments

 New findings about actual Foxy P2P network has 

been collected

 New monitoring rules (M-Rules) have been 

derived and compared with previous rule

 Higher accuracy

 Susceptible to the effect of hubs in the testing

 Non-first uploader responded much faster than first 

uploader



Next Steps

 Our future research 

 Determine the effective download initiation period

 Extend our monitoring rules to other P2P 

environment


